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Abstract 

The association rule mining plays an important part in the data mining. Association rule mining aims to find rules in 
the transaction database with the minimum support and minimum confidence which are the user given. In order to 
find all the frequent item sets from the transaction database efficiently and quickly, an improved Apriori algorithm of 
mining the association rules in this paper is put forward to solve the bottleneck problems of the traditional Apriori
algorithm. First the Boolean matrix array is used to replace the transaction database. Then the “AND” operation and 
random access characteristics of array are used. Next the mining algorithm is carried out on the Hadoop Platform. 
According to the number of the Data Nodes of the Hadoop, the matrix is divided into several parts. Each part is 
operated separately on one Data Node. It can improve the efficiency of the algorithm. 
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Selection and/or peer-review under responsibility of [CEIS 2011] 
Keywords:Apriori algorithm; Boolean Marix; frequent item sets; Hadoop 

1. Introduction

A branch of computer science, data mining is the process of extracting patterns from large data sets by
combining methods from statistics and artificial intelligence with database management [1]. And 
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association rule mining is the commonest method in Association Knowledge Discovery. The associations 
between datasets in the transaction database are complicated and most are implicit. Mining Association 
rules a component of data mining, is a research field proposed earlier. Apriori algorithm is the most 
famous algorithm, which has been brought in 1993 by Agrawal. Apriori follows a generate-and-test 
methodology for finding frequent item sets, generating successively longer candidate item sets from 
shorter ones that are known to be frequent. Each size of candidate item set requires a scan through the 
dataset to determine whether its frequency exceeds the minimum support threshold. With the minimum 
support and minimum confidence of the user given the Apriori algorithm can find rules in the transaction 
database. And this can be seen as two processes: The first one is to find all frequent item sets, each of the 
frequent item sets will be at least as frequently as a predetermined minimum support count, min_sup. The 
second is to generate interesting association rules from the frequent item sets. The overall performance of 
mining association rules is determined by the first step. Mining association rules is usually converted to 
find the frequent item sets. But traditional Apriori algorithm has two deadly bottlenecks [2]: 

(1) A great many I/O operations are needed when the database is being scanned frequently. Each item 
in the candidates of frequent item sets must scan database one time to decide whether it can be joined to 
the Lk(frequent item sets). So it needs to scan the transaction database as the same number as the elements 
of the frequent item sets. 

(2)A lot of candidates of frequent item sets may be produced. The growth of the candidates increases 
in a very high speed, which needs a lot of time and main Memory. 

The rest of the paper is organized as follows: section 2, give the brief overview of the related works; in 
section 3, the ideology and description of the improved algorithm is introduced; in section 4, an analysis 
of the performance of the improved algorithm is clarified; in section 5, the algorithm is analyzed through 
a case study; in section 6, a conclusion is made. 

2.  Related work 

In this paper, the new improved Apriori algorithm [3] makes good use of the Boolean matrix and the 
parallelism of the Hadoop, to improve its own efficiency. Several algorithms have been proposed in the 
literature to address the problem of mining association rule [4]. One of the key algorithms, which are the 
most popular in many applications for enumerating frequent item sets, is the Apriori algorithm [5]. The 
Traditional Apriori algorithm needs to scan the transaction database every time when it wants to know the 
k-frequent item sets. And the candidates are very large. It will waste a lot of time and memory [6]. In this 
paper the improved algorithm just scans the transaction database one time. Through this scanning it 
converts the transaction database into Boolean Matrix. And in the first time scanning it can find all 1-
frequent item sets. The following operations are carried on the matrix. The “AND” operation of vector is 
used to operate on the Boolean matrix to find the frequent item sets. Following the Boolean matrix is 
divided into several blocks, and each block is located on one Data Node of the Hadoop. All the blocks can 
be operated at the same time; therefore it can reduce the memory and time used for finding the frequent 
item sets. 

Apache Hadoop is a framework for running applications on large cluster built on commodity 
hardware. The Hadoop framework transparently provides with both reliability and data motion. Hadoop 
implements a computational paradigm named Map/Reduce, where the application is divided into many 
small fragments of work, each of which may be executed or re-executed on any node in the cluster. In 
addition, it provides a distributed file system (HDFS) that stores data on the compute nodes, providing 
very high aggregate bandwidth across the cluster [7]. 
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3. The Improved Apriori Algorithm 

3.1. The notion of the improved algorithm.  

The Boolean matrix is used to describe the transaction database. And the number ‘1’ and ‘0’ are used 
to replace the corresponding items. After this the Boolean matrix is used to count the support of the item 
sets in the database and need not scan the transaction database any more. According to the operation of 
vector, the Boolean matrix’s components can be seen as row vectors and such improved algorithm just 
uses the “and” operation to count the support quickly on the Boolean matrix. 

(1) First the transaction database needs to be converted into Boolean matrix. If the transaction database 
contained m items and n transactions the Boolean matrix will have m+1 row and n+2 columns. The first 
column registers “items” and the first row records “TID” of the transactions. The last column is used to 
record the support of the item sets. Second, the min-support is compared with the support of the item sets, 
if the support of the item sets is smaller than the min-support the row of the item sets will be deleted. By 
doing this the new Boolean matrix just contains the one-frequent item sets. And if it wants to know the k-
frequent item sets, the “AND” operation will just be carried out on the k rows. Finally all the frequent 
item sets can be found out. 

(2) Usually there are a large number of transactions in the transaction database, so the Boolean matrix 
is very large. And the algorithm is carried out on the Hadoop platform. According to the number of the 
Data Nodes of the Hadoop, the Boolean matrix is divided into several parts based on the columns. And 
each part is located on each Hadoop Data Node. By doing this the algorithm can be executed parallel.

3.2. The description of the algorithm. 

First input: the transaction database D and the min-support minsup. The result output: all the frequent 
item sets in the database D. The following is the description of the algorithm: 

(1)[Convert the transaction database D to Boolean matrix DB] 
DB = convert (database D, minsup);
If DB = NULL 

End there is no frequent item set 
Else

            The 1-frequent item sets are the items which are the rows of the Boolean matrix 
(2)[Divide the Boolean matrix into blocks] 

If n is the number of the Data Nodes of Hadoop Platform 
Then the Boolean matrix DB is divided into n blocks, each having several columns of the matrix 

(3)[Find all other frequent item sets] 
L1 = the collection of items in the matrix DB is 1-frequent item sets 
For k from 2 to the Max which is count of the rows of the matrix DB, execute 

           Ck = GETCk(DB,Lk-1) [use the AND operation of matrix on any k rows of the DB] 
           Lk = GETLk(DB,Ck-1,minsup) [get the k-frequent item sets] 

Then L = L1∪L2∪...∪Lk-1∪Lk∪...∪LMax
(4)[Compute the confidence of the item sets to find the association] 
(5)[END] 
The first step of the algorithm is to convert the transaction database into Boolean matrix. The 

algorithm needs to scan the database once only. And in this step it can find the 1-frequent item sets and 
delete the non-frequent item sets. Next, the Boolean matrix is divided into several parts and each part is 
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located on one Data Nodes of Hadoop. The “AND” operation is carried out on the Boolean matrix to find 
the other frequent item sets. 

4. The Performance Analysis of the Improved Algorithm 

The traditional Apriori algorithm needs to scan the transaction database when it wants to know the 
candidates of the item sets. If n is the number of the transactions of database and m is the average length 
of item sets. So the traditional Apriori algorithm needs to scan O(n*m) time to find the first 1-frequent 
item sets. And the time O(Lk-1*Lk-1) to find the candidates Ck. To count the support needs time of 
O(n*Ck). 

The improved Apriori algorithm in this paper needs to scan the transaction database one time. And the 
first time to scan the database can find the 1-frequent item sets and can exclude the non-useful item sets. 
In the following steps we just use the “AND” operation of matrix to find other frequent item sets. And it 
need not scan the original database. Because of the high degree parallelism of the Hadoop, the time 
consumed in counting the support should be cut down. The time is only one in n(there are n Data Nodes 
of Hadoop).

5.  Case Analyze 

Assume that D be a transaction database and D = {T1，T2，T3，…，Tn}. There n is the number of 
the transaction. And I is a set of items and I = {I0，I1，I2，…，Im}, There m is the number of the items. 

According to the property the Boolean matrix is used to describe the transaction database. First the 
transaction database’s data format is vertical data format as table 1. 

Second, the transaction database is scanned for one time and is converted to Boolean matrix. If the 
transaction in the database has the items, the Boolean value in the Boolean matrix is noted ‘1’; otherwise 
the value is ‘0’.  Table 2 is the Boolean expression of the transaction database. 

Table 1 vertical data format of transaction database                 Table 2 Boolean matrix of the transaction database 

Item TID 

I0 T1,T2,T4

I1 T1,T2,T4

I2 T1,T2,T3

I3 T3

I4 T1,T4

Item T1 T2 T3 T4 support 

I0 1 1 0 1 3

I1 1 1 0 1 3

I2 1 1 1 0 3

I3 0 0 1 0 1

I4 1 0 0 1 2

Assume the minsup = 3. It deletes the items whose support is less than the minsup in the Boolean 
matrix. Table 3 is the new Boolean matrix. 

Table 3 the new Boolean matrix

Item T1 T2 T3 T4 support 

I0 1 1 0 1 3

I1 1 1 0 1 3

I2 1 1 1 0 3
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In table 3, there are three frequent 1-items I0, I1, and I2. And the frequent item sets are made up of the 
three items. So the largest frequent items are composed up to three items. Next we divide table 3 into 
blocks according to the number of the Data Nodes of Hadoop. Suppose that there are two Data Nodes, it 
is divided into two blocks by column. For example, the blocks are as in table 4. DataNode1 holds the 
block1 and the DataNode2 holds the block2. In each Data Node the Boolean matrix can be seen as the 
row-vectors as I0 = {1,1,0,1}，I1= {1,1,0,1}，I2= {1,1,1,0}.  If it wants to know the frequent 2-items just 
get them by phase and get the sum.

Table 4 the two blocks_block1 and   blocks_block2 

Item T1 T2 support 

I0 1 1 3

I1 1 1 3

I2 1 1 3

I3 0 0 1

I4 1 0 2

Item T3 T4 support 

I0 0 1 3

I1 0 1 3

I2 1 0 3

I3 1 0 1

I4 0 1 2

Since there are three frequent 1-items I0, I1, I2, the frequent 2-items can be {I0, I1}, {I0, I2} and {I1, I2}.
Therefore the support of {I0, I1} is I0⊙I1 = {1, 1}⊙{1, 1}+{0, 1}⊙{0, 1}=3. So {I1，I2} is frequent 2-
items. As the same the supports of {I0, I2} and {I1, I2} are 2, they are not the frequent 2_items. The 
support of 3-items {I0, I1, I2} is I0⊙=1⊙I2 = {1, 1}⊙{1, 1}⊙{1, 1}+{0, 1}⊙{0, 1}⊙{1, 0} = 2. Thence 
it is not the frequent 3-items. Finally it can get all the frequent item sets {{I0}, {I1}, {I2}, {I0, I1}}. The 
meaning of the symbol ⊙ is to compute the support of the item sets. It counts the support by adding the 
summation of the vector by bitwise. In each Data Node of Hadoop the operations is run at the same time.  

6. Conclusion 

Boolean matrix is used to replace the transaction database; therefore those non-frequent item sets can 
be removed from the matrix. And it does not need to scan the original database; it just need to operate on 
the Boolean matrix using the vector operation “AND” and the random access characteristics of array so 
that it can directly generate the k-frequent item sets. The algorithm is carried out on the Hadoop Platform, 
thus it can exponentially increase the efficiency of the algorithm.
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